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Abstract: Growth of technology and innovation leads to large and complex data which is coined as Bigdata. As the quantity of 

information increases, it becomes more difficult to store and process data. The greater problem is finding right data from these 
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framework which supports manipulation of large and varied data. In this paper, a novel approach Cosine Neighbourhood 

Similarity measure is proposed to calculate rating for items and to recommend items to user and the performance of the 

recommender system is evaluated under different evaluator which shows the proposed Similarity measure is more accurate 

and reliable. 
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1. Introduction 

The surprising growth in volumes of data has badly 

affected today‟s business. The online users create 

content like blog posts, tweets, social networking site 

interactions and photos. And the servers continuously 

log messages about what online users are doing. The 

online data comes from the posts on the social media 

sites like facebook and twitter, YouTube video, cell 

phone conversation records etc. This data is called Big 

Data. 

Big Data [2, 7, 23] concept means a dataset which 

continues to grow so much that it becomes difficult to 

manage it using existing database management 

concepts and tools. The difficulty can be related to data 

capture, storage, search, sharing, analytics [14] and 

visualization etc., In present day Recommender System 

[24], Recommendation is either memory based or 

model based. In Model-based Recommendation 

approach, the system develops a model for the given 

items rated by users.  It is trained with the given data 

and processed to find patterns in the given items based 

on user‟s preference. Using the generated model, 

ratings are calculated for un-rated items and the items 

with ratings above a threshold value is recommended 

for each user.  

In memory-based Recommendation Approach [1] 

(Content based filtering), items are recommended for 

each user based on inter-user similarity. It analyses 

entire dataset to find users similar to a given user i.e., it 

finds a set of users whose preference matches with the 

target user. Such users are called neighbours. Several 

algorithms are applied to calculate rating for non-rated 

items based on the neighbour‟s preference. Rating is 

calculated for items that are not rated by the users and 

items are recommended by the ratings. Several 

similarity measures are applied to calculate the rating 

such as Cosine similarity, Pearson correlation 

coefficient, city-block, Count-Based measure etc.  

2. Related Work 

Kim et al. in their paper [16] proposed a theory 

according to which the evolution of smart phones and 

Social Network Services (SNS) leads to the big data 

era. Twitter data has been collected, stored and 

analyzed in a multi-dimensional fashion on top of 

Hadoop platform in order to find out what kind of 

factors can affect the customer preference for the 

smart phones. About 600,000 Twitter data [21] has 

been collected for one month and the analysis result 

shows the most popular Smartphone, the most 

interesting attributes in the smart phones, and the 

maker the customers most interested in. 

Han et al. in their paper [12] proposed a big data 

model for recommender systems using social network 

data. The model incorporates factors related to social 

networks and can be applied to information 

recommendation with respect to various social 

behaviours that can increase the reliability of the 

recommended information.  

The Big Data model [15] has the flexibility to be 

expanded to incorporate more sophisticated additional 

factors if needed. The experimental results using it in 

information recommendation and using map-reduce to 

process it show that it is a feasible model to be used 
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for information recommendation. Anderson [3] ,in their 

paper, proposed an adaptive and Learning based 

Recommender system. 

One of the important personalization technologies in 

the information recommendation [10] system is 

collaborative filtering. Collaborative Filtering (CF) [4] 

is the process of filtering or evaluating items through 

the opinions of other people. CF technology brings 

together the opinions of large interconnected 

communities on the web [17], supporting filtering of 

substantial quantities of data. There exists many 

approaches to achieve recommendations like basic 

techniques of collaborative filtering and content based 

approach. These approaches can be done individually 

or combined depending on the type of 

recommendations needed by individuals. 

Gunawardana and Shani in their paper [11], used 

RMSE as a metric for scoring an algorithm. It is stated 

that larger error are penalized severely by RMSE than 

other metrics. Prediction task can also be performed by 

RMSE values as they measure inaccuracies on all 

ratings both positive and negative. Hernandez and  

Elena in their paper [8], assumed that a “successful 

recommendation” is equivalent to “the usefulness of the 

recommended object is close to the user‟s real 

preferences” and classified Mean Absolute Error 

(MAE) as Rating prediction which measures the 

capacity of the recommender system to predict the 

preference a user will give to an item. 

Vozalis and Margaritis in their paper [22] discuss an 

evaluation metric recall-precision to evaluate the value 

of the recommended results. They divide their dataset 

into two disjoint sets, the training sets and test sets. 

Cremonesi et al. in their paper [6], uses accuracy 

metrics precision and recall to determine the 

performance of MovieLens dataset and Netflix dataset. 

Boyd et al. in their paper [5] evaluated the 

recommender system‟s performance using Precision-

Recall (PR) curves. PR curves are used when the 

distribution of data is skewed.  

Cosine similarity is an established similarity 

measure which produces accurate results. It is a 

similarity measure between two vectors which measure 

the cosine angle between them. It is also used in 

information retrieval and text mining to compare 

several text documents. The similarity between two 

items a and b is denoted in Equation 1. 
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Where ru,a is the rating of user u on item a, ru,b is the 

rating of user u on item b, ȓa is the average rating  on a-

th item and ȓb is the average rating on b-th item. 

Pearson Correlation coefficient is measure of similarity 

between two items which is denoted by Equation 2.  
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Where ra and rk are the averages of customer a‟s 

ratings and customer k‟s ratings, respectively. rk,j is 

customer k‟s ratings for item j and ra,j is customer a‟s 

rating for item j. If customers a and k have a similar 

rating for an item, wa,k> 0. | wa,k | indicates how much 

customer a tends to agree with customer k on the 

items that both customers have already rated. If they 

have opposite ratings for an item, wa,k< 0 and | wa,k | 

indicates how much they tend to disagree on the item 

that both again have already rated. Hence, if they 

don‟t correlate each other, wa,k=0. wa,k can be in 

between -1 and 1. However it has a serious problem 

when there are very few items rated by the users. This 

problem occurs when the amount of items become 

very large reducing the number of items users have 

rated to a tiny percentage. 

The paper is organized as follows:  section 2 details 

about the Related Work. Proposed Cosine 

Neighbourhood Recommender (CNR) system 

architecture is given in section 3 describing the 

modules. Implementation details are discussed in 

section 4. Performance of the proposed system is 

analyzed in section 5 and concluded in section 6.  

3. Proposed System 

The block diagram of the proposed CNR system is 

illustrated in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Overall system architecture for cosine neighbourhood 

recommender system. 

This system consists of three major modules. 

Initially Data from social media is obtained and 

required data of the users are filtered to get UserId, 

ItemId and the rating given by users for items. 

Neighbourhood Filtering module filters those  users 

whose taste matches with the user u. Prediction 

Calculator module calculates rating for every non-

rated item based on inter-user similarity using the 
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proposed Cosine Neighbourhood (CN) similarity. 

Decision Evaluator analyses the quality of the rating 

by recommender evaluation techniques which 

calculates the evaluation score of the system. The 

results of item to be recommended to the users are 

displayed by incorporating Mahout Framework. 

3.1. Neighbourhood Filter 

Recommender system is a system which processes the 

available data about the users and the items preferred 

by the users to generate a list of items which the user 

will prefer in future. It can be done in three ways- 

Collaborative filtering, Content-Based filtering and 

hybrid recommender System. In content-based filtering, 

the user‟s history data is analyzed. Items are 

recommended to users based on the items which they 

preferred in the past. In collaborative filtering, items are 

recommended to users based on their similarity to other 

users. In hybrid approach, both the user‟s history and 

inter-user similarity is taken into consideration.  

In neighbourhood filter module, top users are filtered 

from the entire set of users by applying collaborative 

Filtering. Collaborative Filtering is the mostly 

commonly used Recommendation Approach. It 

recommends items to user based on their taste. i.e., 

Recommendation is based on the user's preference to 

other items.  

Collaborative recommender systems analyze ratings 

given by users for items. It recognizes similarities 

between users based on the ratings and calculate ratings 

for un-rated items based on inter-user comparisons. 

Figure 2 represents the flow in collaborative filtering. 

There are two popular approaches in collaborative 

Filtering: model-based and memory-based filtering 

approach. 

 

Figure 2. Flow diagram for neighbourhood filter and prediction 

calculator. 

3.2. Prediction Calculator Module 

Similarity computation between users is a significant 

step in memory-based Collaborative Filtering 

Algorithms. For item-based CF algorithms, the basic 

idea of the similarity computation between items i and 

item j is first to work on the users who have rated both 

of these items and then to apply a similarity 

computation to determine the similarity between the 

two co-rated items of the users. In this system a novel 

similarity measure, Cosine Neighbourhood Similarity, 

is proposed which calculates the rating for non-rated 

items. 

For a user-based CF algorithm, the similarity 

between the users u and v who have both rated the 

same items is calculated. There are many different 

methods to compute similarity or weight between 

users or items. Weighted Rating is calculated for all 

non-rated items using Pearson correlation Coefficient. 

Cosine Neighbourhood similarity is an established 

similarity measure which produces accurate results. It 

is a similarity measure between two users „u‟ and „v‟ 

which measure the cosine angle between them for a 

single item „a‟. The similarity between two users u 

and v over an item „a‟ is denoted in Equation 3. 
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Where ru,a  is the rating of user u on item a, ru,b is the 

rating of user u on item b, ȓu is the average rating  

given by user u on all items and  ȓv is the average 

rating given by user v on all items. 

The flow for Neighbourhood Filter and Prediction 

Calculator module is depicted in Figure 2. Top 

Neighbors are filtered and rating is calculated for 

items that are not rated by the users u in the 

Neighbourhood G. Figure 3 represents the activity 

diagram to calculate rating for users in 

Neighbourhood.  

 

Figure 3. Activity diagram for rating calculation. 

3.3. Decision Maker 

In decision maker module, the above proposed 

recommender System is evaluated for its performance 

and accuracy. Recommender system uses many 

methods to evaluate the quality of the 

recommendation system. There are two major 

accuracy metrics to evaluate a recommender system. 

They are Decision support metrics and Statistical 

support accuracy metrics. In decision Support 

(3) 
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accuracy metrics, the ability of the system the system to 

help the user to select a high quality items from the set 

of all non-rated items is evaluated. 

In Statistical accuracy metrics, Performance of 

Recommender system is evaluated based on the 

accuracy of the recommender data. i.e., how far they 

match with the original data. 

Statistical Accuracy Metrics evaluates the quality of 

the recommender system. It calculates evaluation score 

using which it evaluates the quality of recommended 

items. Few rated items are considered unrated and the 

recommender engine is made to generate ratings for 

those items. The difference between the actual rating 

and the generated rating is the Mean Absolute Error 

which determines the quality of the recommender 

system.  Two methods are applied in this paper to 

evaluate the accuracy. They are average absolute 

difference evaluator and RMS recommender evaluator. 

In average absolute difference evaluator, Mean 

Absolute Error (MAE) is calculated which is the 

evaluation score. It measure how close the calculated 

value is against the original ratings. It is given by 

Equation 4. 

  1
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Where fi is the original rating given by the user for an 

item, yi is the rating generated by the recommender 

system, n is the number of users and i is iterator. The 

lesser the value of MAE, the greater the quality of the 

Recommender system. 

In RMSRecommenderEvaluator, Root Mean Square 

Error (RMSE) is calculated which serves as the 

evaluation score. This is the square root of the average 

of this difference, squared. It is given by Equation 5. 
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Where fi is the original rating given by the user for an 

item, yi is the rating generated by the recommender 

system, n is the number of users and i is iterator. 

 Precision and Recall are a set of accuracy metrics 

used to evaluate the value of the recommender system‟s 

results. Precision is defined as the ability of a system to 

retrieve all the relevant data or items. It is denoted by 

Equation 6.   
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Where re is relevant documents and ri is retrieved 

documents. Recall is defined the ability of the 

recommender system to retrieve only the relevant 

items. It is given by Equation 7. 
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Where re is relevant documents and ri is retrieved 

documents. 

4. Implementation 

Dataset -MovieLens Datasets- [9] consists of columns 

of UserId, ItemId and the rating given by user for 

items. This data set consists of 100,000 ratings (1-5) 

from 943 users on1682 movies.  Each user has rated at 

least 20 movies which are represented as items. 

Since dataset is large and complex, Hadoop 

framework [13] is used to process data as it provides 

scalability and flexibility. Collaborative Filtering 

approach is used to recommend items to user. It 

considers inter-user similarity to calculate rating for 

non-rated items and recommend the items with higher 

ratings. For user u, Rating for every non-rated item is 

calculated by considering the preference given by 

those users who have rated the items already rated by 

user u. For each user, rating for every non-rated item 

is calculated using two approaches- Pearson 

correlation coefficient and Cosine similarity. Rating is 

calculated for all non-rated items. The rating value 

ranges from 0-1 where 0 indicates that the item will 

not preferred by user u. Rating 1 indicates highest 

priority. Rating is calculated using both Pearson 

Correlation and Cosine vector similarity method. For 

every non-rated item, the calculated rating is listed and 

items with the top ratings are considered for 

recommendation.  

MapReduce [19, 20] is a programming model with 

which large datasets can be processed in parallel and 

distributed manner. MapReduce paradigm is used to 

calculate rating for items and to recommend the items 

to each user.  It is composed of two major functions- 

Map () and Reduce ().The master node of map () takes 

input and it is divided into smaller tasks which are 

then assigned to several child nodes or workers nodes. 

Input is given in the form of <Key, value> pairs to the 

map() function. 

The output of mapper is of a list of values for a key.  

Here the <UserId, ItemId, rating> is given to the 

master nodes. It manipulates the data and calculates 

rating for non-rated items for each user u based on 

inter-user similarity. Rating is calculated using two 

similarity metrics- Pearson coefficient and cosine 

vector similarity. 

Mahout [18] is also incorporated for recommending 

items to users. It is a machine learning framework 

which acts as a programming interface built on the top 

of Hadoop MapReduce. Mahout constructs a 

similarity matrix based on the user preference and the 

calculated Ratings. It uses series of Mappers and 

Reducers to make the recommendations. 

5. Performance Analysis 

Recommender Evaluator evaluates the performance of 

(4) 

(5) 

(6) 

(7) 
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the recommender system in terms of both accuracy and 

quality. Statistical accuracy metrics [11] calculates an 

evaluation score for the recommender system. Two 

approaches are used to calculate the evaluation score. 

AverageAbsoluteDifference Evaluator calculates MAE 

in which a set of rated items are considered non-rated 

and they are subjected to the recommender system. It 

calculates ratings for those items. 

The average of the difference between original rating 

and the calculated rating is the mean absolute error. 

MAE is calculated under varying conditions of user 

preference i.e, percentage of user preference is varied. 

Other method used to evaluate the score is 

RMSRecommenderEvaluator. This evaluator calculates 

the RootMeanSquareError which is the square root of 

the difference between original rating and the 

calculated rating. The evaluation score thus calculated 

using two methods under different percentage if user 

preference is tabulated. 

The output of mapper is of a list of values for a key.  

Here the <UserId, ItemId, rating> is given to the master 

nodes. It manipulates the data and calculates rating for 

non-rated items for each user u based on inter-user 

similarity. Rating is calculated using two similarity 

metrics- Pearson coefficient and cosine vector 

similarity. The output of mapper is <UserId, List 

(ItemId, Rating)> for all non-rated items.  

This is fed to the reduce () function which filters the 
top non-rated items based on the calculated ratings. 

Figures 4 and 5 represent MAE values and RMSE 

values for CNS under different percentage of User 

Preference respectively. 

 

Figure 4. Evaluation score (MAE) for CNS. 
 

 

Figure 5. Evaluation score (RMSE) for CNS. 

In the graphs, evaluation scores are plotted against 

the percentage of user preference. Evaluation score is 

calculated and compared for the recommender system 

under different similarity coefficient.  

MAE for different similarity coefficient is plotted in 

a graph with an evaluation score in y-axis and the 

percentage of user preference in x-axis is shown in 

Figure 6-a. Similarly, Figure 6-b shows RMSE for 

different similarity measures with  an evaluation score 

in y-axis and the percentage of user preference in x-

axis. In both these graphs, the evaluation score for 

Cosine Neighbourhood Similarity is comparatively 

greater than other similarity measures. This illustrates 

that the CNS is an accurate and reliable similarity 

measure. Evaluation scores in terms of MAE and 

RMSE are tabulated for different similarity 

coefficients under varying percentage of user 

preference in Tables 1 and 2 respectively. 
 

Table 1. Comparison of Evaluation score calculated using MAE 

under different similarity coefficients. 
 

Similarity 

Measure 

% of 

User 

 Preference 

 

Count-

Based 

 

Pearson Cosine 
City 

Block 

Cosine 

Neighbourhood 

80 6.82 4.51 4.53 5.2 4.9 

75 6.71 4.2 3.79 4.8 4.0 

70 5.62 4.16 3.32 4.4 3.5 

65 4.53 3.47 3.17 3.7 2.6 

60 4.1 2.38 2.72 2.9 2.0 

50 3.2 2.05 2.20 2.1 1.8 

 
Table 2. Evaluation score calculated using RMSE under different 

similarity coefficients. 
 

Similarity 

      Measure 

% of 

User Preference 

Count-

Based 

 

Pearson Cosine 
City 

Block 

Cosine 

Neighbourhood 

80 6.2 5.7 5.56 5.8 5.3 

75 5.7 5.3 5.33 5.1 4.9 

70 5.46 4.72 4.19 4.7 4.2 

65 4.31 4.54 4.03 4 3.3 

60 4.42 4.5 3.72 3.5 2.8 

50 3.7 1.6 3.1 2.9 2.2 

 

 

a. MAE for different similarity measures . 

          

b. RMSE for different similarity measures. 

Figure 6. MAE for different similarity measures and RMSE for 

different similarity measures. 

Error rate, in terms of MAE and RMSE, is 

calculated for recommendations made using all 
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similarity measures. It is proved that Recommendations 

made using Cosine Neighbourhood Similarity is 5.67% 

more accurate than Cosine Similarity under MAE and 

3.7% more accurate than Cosine Similarity under 

RMSE. CNR System generates recommendations 

which are 4.6% more accurate and reliable than Cosine 

Similarity. The Accuracy Percentage of CNS against 

some similarity measures is tabulated in Table 3.  
 

Table 3. Accuracy percentage for cosine neighbourhood similarity. 
 

       Evaluation         

Score 

 

Similarity 

Measure 

Increase in Accuracy (%) 

MAE RMSE 

Cosine 

Neighbourhood 
5.67 3.7 

Cosine 4.5 3.4 

City-Block 4.1 3.33 

Pearson 2.75 5.06 

Count-Based 3.6 6.09 

 

Precision and Recall values are calculated for the 

recommended results for both the Cosine 

Neighbourhood and Cosine Similarity measures. Recall 

values are set to 0, 0.1, 0.2 till 1 and the PR curves are 

plotted using Precision values against these points. 

Figure 7 shows the comparison of CNS and Cosine 

Similarity measures using PR curves.  

 

Figure 7. Comparison of CNS and cosine similarity using PR curves.  

Precision values of Cosine Neighborhood Similarity 

measure are comparatively greater than that of Cosine 

Similarity measure. High precision means that an 

algorithm returned substantially more relevant results 

than irrelevant. This shows that CNS measure retrieves 

more accurate data to recommend the users. Thus it is 

shown that the proposed CNS measure has improved 

performance than Cosine Similarity measure.  

6. Conclusions 

In this paper, a novel Cosine Neighbourhood Similarity 

measure is proposed which is incorporated in 

Recommender System. CNS significantly improves the 

scalability and the quality of the recommendations 

made to the users. It is more accurate and reliable than 

other similarity measures since users are filtered using 

collaborative filtering before calculating the ratings 

which also fastens the recommendation process. PR 

curves indicate that Cosine Neighbourhood Similarity 

retrieves more accurate data than Cosine Similarity. 

Thus it also improves the quality of recommendation 

by reducing the error rates and reduces the latency. 
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